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ABSTRACT: Homogeneous CO2 reduction catalyzed by
[NiI(cyclam)]+ (cyclam = 1,4,8,11-tetraazacyclotetradecane)
exhibits high efficiency and selectivity yielding CO only at a
relatively low overpotential. In this work, a density functional
theory study of the reaction mechanism is presented. Earlier
experiments have revealed that the same reaction occurring on
mercury surfaces generates a mixture of CO and formate.
According to the proposed mechanism, an η1-CO2 adduct is
the precursor for CO evolution, whereas formate is obtained
from an η1-OCO adduct. Our calculations show that
generation of the η1-CO2 adduct is energetically favored by
∼14.0 kcal/mol relative to that of the η1-OCO complex, thus
rationalizing the product selectivity observed experimentally.
Binding of η1-CO2 to NiI only leads to partial electron transfer from the metal center to CO2. Hence, further CO2
functionalization likely proceeds via an outer-sphere electron-transfer mechanism, for which concerted proton coupled electron
transfer (PCET) is calculated to be the most feasible route. Final C−O bond cleavage involves rather low barriers in the presence
of H3O

+ and H2CO3 and is therefore essentially concerted with the preceding PCET. As a result, the entire reaction mechanism
can be described as concerted proton−electron transfer and C−O bond cleavage. On the basis of the theoretical results, the
limitations of the catalytic activity of Ni(cyclam) are discussed, which sheds light on future design of more efficient catalysts.

■ INTRODUCTION
Carbon dioxide is abundant in the atmosphere and reached a
peak concentration of about 396 ppm last year.1 It is a major
greenhouse gas that contributes significantly to global warming,
while it is also a cheap and nontoxic C1 feedstock that can be
used for the production of value-added fine chemicals.2 Because
of its high stability and nonpolar nature, CO2 functionalization
typically requires high energy input in conjunction with
appropriate catalysts,3 thereby posing a formidable, yet
worthwhile challenge for chemists.
Electrochemical CO2 transformation has been intensively

explored over the course of the last four decades.3,4 However,
direct electrochemical reduction of CO2 on metal electrodes
generally occurs at considerably negative potentials, and
products and/or intermediates may poison metal surfaces.4d

Using mercury electrodes, CO2 conversion mediated by redox-
active catalysts such as transition metal complexes often
displays high turnover numbers with the common products
being CO, formate, and oxalate.4a,5 Of investigated reactions,
CO2 reduction catalyzed by Ni(cyclam) (cyclam = 1,4,8,11-
tetraazacyclotetradecane) is particularly interesting since the
reaction exhibits high efficiency at a relatively low over-
potential.4c,ag Early experiments6 proved that [Ni(cyclam)]+,
generated by 1 electron (e) reduction of precatalyst
[NiII(cyclam)]2+, is the catalytically active species. Interestingly,

CO2 is exclusively reduced to CO in water. By contrast, both
CO and formate are obtained in wet dimethylformamide
(DMF) with the CO/formate ratio ranging from 1:3 to 4:3
depending on the applied reduction potentials. In aqueous
solution, reduction of H2O to H2 is expected to be a side
reaction. However, [Ni(H)(cyclam)]2+, the proposed precursor
for H2 evolution, cannot form under the experimental
condition of pH ≈ 4, because the pKa value of [Ni(H)-
(cyclam)]2+ was determined experimentally to be ∼1.8.7 In
addition, the concentration of CO2 in the reaction solution is at
least 2 orders of magnitude higher than that of H+, and thus
CO2 coordination to [Ni(cyclam)]+ is favored. Furthermore,
mercury appears to be indispensable for CO2 reduction by
[Ni(cyclam)]+, as the reaction has been identified to take place
predominantly at the mercury surface.6b,8 In search for more
environmentally benign catalysts, Kubiak and co-workers
recently reported that this reaction can proceed in a
homogeneous fashion using an inert glassy carbon electrode.
At −1.21 V versus the normal hydrogen electrode (NHE), the
primary product was found to be CO with 90% Faraday
efficiency, and no H2 or formate was detected.9
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It is most likely that CO2 reduction by [NiI(cyclam)]+

proceeds via an inner-sphere electron-transfer mechanism,
because the 1 e reduction potential of CO2 to CO2

•− is much
more negative (−1.90 V vs NHE in water10) than the
experimentally applied potentials.11 Thus, the formation of
CO2 adduct is undoubtedly the initial step of the catalytic cycle.
However, [Ni(CO2)(cyclam)]+ has not been trapped in high
concentrations, and hence extensive spectroscopic character-
izations have not been possible yet. In fact, three different
binding modes of CO2, namely, η1-CO2, η

1-OCO, and η2-CO2,
have been observed in the crystal structures of a large range of
mononuclear transition metal CO2 adducts.12 With regard to
nickel complexes specifically, only side-on η2-CO2 structures
have been reported to date.12f−i Most theoretical studies have
focused on the geometric and electronic structures of CO2
complexes with low-coordinate Ni centers, and the results
revealed that both η2-CO2 and η1-CO2 are energetically favored
coordination modes.13 For Ni(cyclam), Sakaki reported that
CO2 can bind to [NiIF(NH3)]

0 yielding a stable η1-CO2
species, whereas the corresponding η2-CO2 adduct is
significantly less stable.14 In recent theoretical studies of the
CO2 adduct of [Ni(cyclam)]+,4b,9 the η1-CO2 binding mode
was assumed, and no comparison between different coordina-
tion modes of CO2 was made. To our knowledge, no
computational investigation on the interaction of η1-OCO
with four-coordinate nickel centers has been published.
In the 1980s, Collin et al. proposed a catalytic mechanism

(summarized in Scheme 1) to explain how both CO and

formate can be formed on mercury.6a It was suggested that
initially CO2 binds to [NiI(cyclam)]+ in the three possible
coordination modes, which can interconvert to each other.12a,b

After formation of a CO2 adduct, the reaction pathways
resulting in either CO or formate bifurcate. The η1-CO2 species
may accept an electron and a proton to yield the carboxylate
intermediate [Ni(C(O)OH)(cyclam)]+ that subsequently
undergoes heterolytic C−O bond cleavage to generate CO in
the presence of a proton. The η1-OCO complex may directly
transform into a nickel formate species [Ni(OCOH)(cyclam)]+

via uptake of an electron and a proton.

Although the CO2 reduction by [NiI(cyclam)]+ has been
studied for over 30 years, the mechanistic details have not been
well understood yet. Related work on the CO2 activation by
Fe(porphyrin)15 and Pd(triphosphine) complexes16 has dem-
onstrated that the reactions are accelerated in the presence of
Brönsted or Lewis acids. This experimental finding suggests the
role of acids in promoting electron transfer from the metal
center to CO2. Thus, the reaction following the formation of
the CO2 adduct might proceed via proton-coupled electron
transfer (PCET)4u,17 or metal ion-coupled electron transfer
(MCET).4u The crystal structure of a CoI(η1-CO2) species with
a cyclam-like macrocyclic ligand points to a similar reaction
mechanism for the CO2 functionalization by [NiI(cyclam)]+.
The complex is crystallized as a bimetallic form18 in which one
Co center binds to the central C atom of CO2 and the other
acts as a Lewis acid to interact with the distal O atom.
Furthermore, Brönsted acids have been experimentally and
computationally identified to be essential for CO2 reduction by
M(bpy)(CO)3X (M = Mn, Re; X = anionic ligand or solvent)19

and Mn(NHC)(CO)3Br (NHC = N-heterocyclic carbene).20

In this work, a computational study of the reaction
mechanism of the homogeneous CO2 reduction by Ni(cyclam)
is presented. In particular, the interaction of the Ni center with
CO2 in various coordination modes and the subsequent CO2
reduction step are analyzed in detail.

■ COMPUTATIONAL SETUP
All calculations were performed using the ORCA program package.21

The hybrid density functional B3LYP22 was employed for geometry
optimizations and frequency calculations. Relativistic effects were
treated using the zeroth-order regular approximation (ZORA)23 for
which the ZORA-def2-TZVP24 basis set was used. Calculations were
accelerated with the resolution of identity and chain of sphere
(RIJCOSX) approximations25 in conjunction with the def2-TZVP/J
auxiliary basis set.26 Dispersion effects were accounted for using the
semiempirical van der Waals corrections by Grimme27 implemented in
ORCA. All geometries were fully optimized without symmetry
constraints. Harmonic vibrational frequencies were computed to
verify the nature of stationary points. The minimum energy structures
reported in this Paper have positive eigenvalues of the Hessian matrix,
whereas the transition states have only one negative eigenvalue. The
zero-point energies, thermal corrections, and entropy terms for the
optimized geometries were obtained from the frequency calculations.
In the case of combination reactions in gas phase, the reference point
to calculate entropy terms of Gibbs free energies can be chosen to be
infinitely separated reactants. However, for reactions in solution this
approximation can lead to an error of over 10 kcal/mol based on our
earlier work,28 because in solution only when all reactants enter into
the same solvent cage can the reaction easily occur. Thus, we can
reasonably assume a series of pre-equilibriums29 between reactants and
calculate reaction barriers and free energies with respect to the lowest-
energy reaction complex, in which reactants weakly interact with each
other. Nevertheless, this approximation may slightly underestimate the
entropy contributions as the individual translational entropy of each
reactant is completely neglected. To approach the basis set limit, final
single-point energies were computed with the large and flexible def2-
TZVPP30 basis set for all elements.

Calculations of redox potentials and pKa values are based on the
widely accepted thermodynamic cycles (for details, see the Supporting
Information). Solvation energies were estimated at the optimized
geometries in the gas phase using the conductor-like screening model
(COSMO).31 To simulate the solvation effect of the mixed solvent
employed in the experiments (water/acetonitrile = 1:4), the dielectric
constant ε was set to 45.36.32 For redox potential calculations, the
relative redox potential was calculated with respect to the NHE, for
which a shift of −4.48 V (the NHE value in acetonitrile) was used.33

For pKa calculations, the gas phase standard Gibbs free energy of

Scheme 1. Proposed Mechanism for CO2 Reduction by
Ni(cyclam)6a
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formation of a proton was set to −6.28 kcal/mol.34 The solvation
energy of a proton in the mixed solvent is unknown, so the value in
acetonitrile was used approximately (−260.2 kcal/mol).33

To calibrate our computational setup, we calculated the 1 e
reduction potentials of [Ni(cyclam)]2+, as well as the derivatives 1,8-
dimethylcyclam (DMC) and 1,4,8,11-tetramethylcyclam (TMC). Our
theoretical results (Table 1) show reasonable agreement with

experiment within an error of less than 200 mV.35 This type of
agreement is roughly as good as can be expected for the employed
methodology. Note that the effective errors of the relative reduction
potentials should be smaller than 200 mV due to error cancellation. In
addition, the reduction potentials of this testing set were also
computed using the COSMO-RS solvation model.36 However, the
results show a slightly larger deviation of ∼250 mV (Supporting
Information, Table S1). Therefore, the COSMO solvation model was
employed for the following mechanistic study.

■ RESULTS AND DISCUSSION
2.1. CO2 Adducts. As discussed in the Introduction, the

binding of CO2 to [Ni
I(cyclam)]+ (21, the superscript is used to

denote the spin multiplicity of a given species) initiates CO2
reduction. Consequently, before entering into a meaningful
discussion of the reaction mechanism, the possible geometric
and electronic structures of the CO2 adduct must be analyzed
in detail.
Our calculations confirm the experimental finding that 21 is

the catalytically active species toward CO2 reduction in that all
attempts to locate a local minimum corresponding to the CO2
adduct of [Ni(cyclam)]2+ (10) lead to CO2 dissociation. In
addition to the distinct binding modes of CO2, a second layer
of complexity arises from different cyclam conformations.37

Earlier experiments have revealed that at 25 °C there is 15%
trans-I and 85% trans-III for 10 in aqueous solution (Scheme
2).38 Our calculations suggest that both conformations are also
dominant forms for 21 with other conformations lying at least 7
kcal/mol higher in energy (Supporting Information, Table S2).
Thus, the three CO2 binding modes and the two cyclam
conformations were taken into account in modeling of the CO2
adduct. Of the two cyclam conformations, trans-I cyclam affords
marginally more stable CO2 complexes regardless of the CO2
coordination modes (Table 2). This may be ascribed to the

four HN atoms in trans-I cyclam that are geometrically
accessible for hydrogen bonding with CO2 relative to the two
HN atoms in trans-III (Supporting Information, Figure S1).4b,9

Since very similar results are found for both trans-I and trans-III
CO2 complexes, documented below are the results of the trans-
I species, and those of trans-III, which are summarized in the
Supporting Information (Figure S3). In contrast to the cyclam
conformations, the distinct CO2 binding modes have a
significant influence on the relative stability of the investigated
CO2 adducts. During the course of the geometry optimizations,
the initial η2-CO2 structures invariably rearranged to [NiI(η1-
CO2)(cyclam)]

+ (22) (Figure 1), indicating that the latter
binding mode is far more energetically favored.39 Likewise, the
η1-OCO adduct ([NiI(η1-OCO)(cyclam)]+, 22′) is destabilized
by ∼14 kcal/mol in energy compared to 22. More importantly,
the formation of the η1-CO2 adduct is essentially thermoneu-
tral, consistent with the reported measurement in water (−1.6
kcal/mol).7 By contrast, the binding process yielding the η1-
OCO complex is highly endergonic by 12.4 kcal/mol.
Therefore, the reaction pathway leading to the formation of
formate is insignificant at this stage, and 22 is the only viable
species to participate in the actual catalytic cycle. Our
theoretical results suggest that once 22′ could form, the
subsequent reaction yielding formate would be facile
(Supporting Information, Figure S5). To address the question
about why both CO and formate can be generated using
mercury electrodes, the intrinsically active species on mercury
must be identified, because it has been reported that the
adsorption of Ni(cyclam) on mercury induces a reconfiguration
of the cyclam ligand and hence a change the reactivity of
Ni(cyclam).8b Furthermore, our calculations suggest that
[Ni(H)(cyclam)]2+ is indeed an efficient precursor for H2
evolution (Supporting Information, Figure S6). However, this
species cannot form under the experimental conditions.
Relative to the linear structure of noncoordinated CO2, the

most remarkable geometric feature of 22 and 22′ is the bending
of the coordinated CO2 ligand. Moreover, the C−O bonds of
CO2 are considerably elongated upon CO2 coordination to the
Ni center (Table 2). Specially, the computed C−O distances in
22 are in between those for CO2

0 and CO2
•−, whereas the C−O

distances in 22′ match those found for CO2
•− closely. As shown

in Figure 1, 22 features moderate π backdonation from the
doubly occupied Ni−dz2 electron-donating orbital (EDO) into
the vacant CO2 πip* (ip = in-plane) electron-accepting orbital
(EAO).40 This π backdonation interaction can be viewed as
metal-to-ligand electron transfer. This interaction is stronger in
the spin-down manifold, because the spin-polarization sub-
stantially stabilizes the spin-up Ni−dz2 orbital, rendering it
inactive as an EDO. Molecular orbital (MO) analysis shows
that the electronic structure of 22 is best described as a

Table 1. Comparison of Calculated and Experimental
Reduction Potentials (E°) for [Ni(cyclam)]2+/+,
[Ni(DMC)]2+/+ and [Ni(TMC)]2+/+

ligand E° (calc) E° (exp)9

trans-I-cyclam −1.07 −1.23
trans-III-cyclam −1.12 −1.23
DMC −1.01 −1.03
TMC −0.71 −0.65

Scheme 2. Trans-I and trans-III Nickel Cyclam Conformations
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resonance structure between NiI−CO2
0 and NiII−CO2

•−, in
line with the C−O bond lengths calculated for 22. This implies
that the first electron reduction of CO2 is partially
accomplished at this stage. Conversely, 22′ contains a high-
spin NiII center that is antiferromagnetically coupled to a
CO2

•− radical ligand (Figure 1), suggesting that the electron
transfer is nearly complete. Among the d manifold of NiI, the
dz2-based MO functions as the optimal EDO,39 because this
orbital has higher energy than the essentially nonbonding t2g-
derived d orbitals and can interact with CO2 without significant
steric hindrance.39 The dz2-centered MO overlaps much more
efficiently with the carbon lobe of the EAO than do the oxygen
lobes, because in the EAO the contributions from the carbon p
orbitals have higher weight than those of the terminal oxygen p

orbitals (Figure 2). This polarization becomes more
pronounced as CO2 bends. More importantly, the bending of
the CO2 ligand lowers the energy of the EAO, hence enhancing
its electron accepting ability. Thus, the more favorable Ni−CO2

interaction leads to stronger stabilization of 22 compared to 22′,
and 22′ involves the larger promotion energy resulting from the
higher degree of the electron transfer from NiI to CO2. These
two factors together might rationalize the different binding
energies calculated for 22 and 22′ (Table 2), as the entropy
contributions are nearly identical for both species.

2.2. The Second Electron Reduction of CO2 and
Subsequent Heterolytic C−O Bond Cleavage. As implied
by the electronic structure of 22, direct 2 e transfer from NiI to
CO2 is impossible, suggesting that further CO2 reduction

Table 2. Comparison of Binding Parameters and Geometries of CO2 Adducts

binding free energies (ΔG, kcal/mol) relative free energy (kcal/mol) Ni−X (Å) C−O (Å) C−O (Å) O−C−O (deg)
22 (X = C) trans-I −1.6 0.0 2.046 1.212 1.211 142.9

trans-III 2.7 1.2 2.091 1.212 1.211 142.2
22′ (X = O) trans-I 12.4 13.9 2.153 1.236 1.215 138.2

trans-III 13.7 12.2 2.062 1.242 1.216 137.1
free CO2 1.160 1.160 180.0
free CO2

•− 1.237 1.237 135.4

Figure 1. Optimized geometries and MO diagrams of 22 (a) and 22′ (b).
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requires an additional electron donor and likely proceeds via an
outer-sphere electron-transfer mechanism. Compound 3, which
is the 1 e reduced form of 22, is theoretically predicted to
possess a triplet ground state with a singlet state lying 18.2
kcal/mol higher in energy, and hence 13 will not be discussed in

the following. Direct 1 e reduction of 22 to give 33 is found to
be extremely endergonic by as much as 37.0 kcal/mol (Scheme
3). This leads to a calculated reduction potential of −1.98 V,
which is far more negative than the experimentally applied
potential (−1.21 V). Therefore, PCET is likely to be operative
in the further reaction as discussed in the Introduction.
Moreover, direct protonation of 22 to generate 24 cannot easily
occur because this reaction is also highly endergonic by 10.6
kcal/mol with H3O

+, the strongest proton donor in solution.
Congruent with this, the computed pKa value of compound

24
(−12.3), which is the conjugate acid of compound 22, is
considerably lower than pH ≈ 4 at which the experiments were
performed. Taken together, concerted PCET presents the most
feasible pathway for the further reduction of CO2 since both
steps (22 → 33 and 22 → 24) are strongly endergonic. Under
the experimental conditions, the concentrations of the possible
proton sources are computed as follows: [H3O

+] = 0.15 mM;
[H2CO3] = 0.09 mM; [H2O] = 11.1 M (for details, see the
Supporting Information). Using the Nernst equation, the
influence of the different concentrations of the proton sources
on the reduction potentials can be estimated. The calculated
reduction potentials for the concerted PCET transforming 22
into 35 are 0.41 V, −0.89 V, and −1.91 V using H3O

+, H2CO3,

Figure 2. Evolution of the CO2 πip* orbital as a function of the O−C−
O angle.

Scheme 3. Proposed Reaction Mechanism of CO Formationa

aUsing H3O
+ (brown), H2CO3 (green), and H2O (magenta) as proton sources. Calculated pKa values, the standard reduction potentials (E°), the

actual reduction potentials of the concerted PCET (E), and relative Gibbs free energies (ΔG, kcal/mol) are given for each step. L represents trans-I
cyclam.
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and H2O as the proton sources, respectively (see the
Supporting Information). H2CO3 is an efficient proton
donor; however, its concentration is much lower than those
of H2O and CO2 (34 mM), and we thus tested the reaction of
22 + H2O + CO2 + e− → 35 + HCO3

−. The computed
reduction potential of −1.37 V is slightly more negative than
the experimentally applied potential within the limit of the
computational uncertainty, which nevertheless suggests the
less-important role of H2O + CO2 compared to H2CO3.
Therefore, the reaction following the formation of the CO2
adduct progresses via the concerted PCET for which H3O

+ or
H2CO3 may serve as the proton donor.
Our calculations predict a triplet ground state for 5, which is

14.4 kcal/mol lower in energy than the lowest-energy singlet
state. As shown in Figure 3, 35 consists of a high-spin NiII

center bound to a carboxylate anion −CO2H (NiII−−CO2H).
Consistent with this electronic structure description, one of the
C−O bonds elongates to 1.386 Å, falling within the typical
range of a C−O single bond, while the other C−O bond
remains essentially as a double bond, evidenced by its bond
length (1.224 Å) similar to that calculated for 22. The
computed Meyer bond orders further corroborate this
interpretation (1.0 for the former C−O bond and 1.7 for the
latter). More importantly, the lone pair of the central carbon
atom in the carboxylate ligand evolved from the CO2 πip*
orbital is doubly occupied, which indicates that the 2 e
reduction of CO2 is nearly completed.

The last step of the reaction consists of breaking the C−O
single bond in 35 to generate the final product, CO. Several
feasible reaction pathways have been investigated since C−O
bond cleavage has been shown to be the rate-determining step
for CO2 reduction by [Re(bpy)(CO)3].

19b Our calculations
reveal that the occurrence of direct hydroxide dissociation is
impossible, although we did not succeed in locating the
associated transition state. In fact, upon carrying out a series of
relaxed surface scans as a function of the cleaving C−O bond
distance, it turns out that the energy consistently increases by
up to 36 kcal/mol as the C−O bond lengthens. To compensate
for the energetic penalty arising from C−O bond cleavage, the
C−O bond scission should couple with the formation of
another bond. On the triplet surface the transformation of 35 to
36 is computed to involve rather low barriers if the reaction is
assisted by H3O

+ (0 kcal/mol) or H2CO3 (2.8 kcal/mol, pKa1 =
3.6). The transition-state geometry of the latter (Supporting
Information, Figure S2) suggests that C−O bond breaking is
concerted with O−H bond formation, which verifies the
thermodynamic argument. The barrier increases to 12.6 kcal/
mol if H2O, a much weaker Brönsted acid, is invoked. If the
reference point is chosen to be the infinitely separated
reactants, the barrier becomes 20.9 kcal/mol. This value is
comparable to the corresponding barrier (22.5 kcal/mol19b)
computed for CO2 activation by [Re(bpy)(CO)3] with
CH3OH (pKa = 15.5 in water) serving as the proton source.
However, the ground state of 6 is computationally predicted to
be a singlet with a triplet/singlet energy separation of 4.9 kcal/
mol, and the located minimum energy crossing point between
36 and 16 is situated only 2.2 kcal/mol higher in energy above
36. In comparison with the larger triplet-singlet gap of 5 (14.4
kcal/mol), one can conclude that the C−O bond cleavage of 35
prevails on the triplet surface, which is followed by spin-
crossover to yield 16. Thus, the C−O bond breaking is facile in
the presence of H3O

+ or H2CO3 and hence is effectively
concerted with the preceding PCET. A similar mechanism has
been proposed for the CO2 reduction by Fe(porphyrin)
systems.41

Our calculations suggest that CO adduct 16 may either
directly release CO with a moderate free energy decrease of 5.7
kcal/mol or easily accept another electron to form 27 as the
computed 1 e reduction potential of 16 (−0.32 V) is more
positive than −1.21 V. In contrast with the exergonic CO
release process starting from 16, the CO dissociation from 27 is
endergonic by 8.6 kcal/mol, in accord with the fact that CO as
a typical π-acid ligand binds more strongly with an electron-rich
metal. Thus, the CO release is likely to happen after the
generation of 16, and 27 may be accumulated during the
catalysis. The latter prediction is indeed the case since 27 has
been experimentally identified to be an intermediate in the
catalytic cycle.6b,42 On the other hand, one may argue that free
CO can readily recombine with 21 to generate 27 and hence
poison the catalyst; however, the limited solubility in water of
CO (27.6 mg/L)43 compared with that of CO2 (1.5 g/L)43

considerably lowers the probability of such process. Never-
theless, to some extent this leads to the accumulation of 27 as
well.
Taken together, our theoretical results predict that once the

CO2 adduct forms, the subsequent transformation is reasonably
facile in the presence of efficient proton donors. With respect to
the overall mechanism, the overpotential originates from the
formation of the potent nucleophile 21, which is able to

Figure 3. Optimized geometry and MO diagrams of intermediate 35.
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efficiently donate electrons into the high-energy CO2 π*
orbital. To decrease the overpotential, one may suggest
modification of the ligand in a way that would enhance the
stability of NiI species. However, such modifications might
lower the CO2 affinity of Ni

I complexes that have more positive
reduction potentials. For instance, the 1 e reduction waves of
[NiII(DMC)]2+ and [NiII(TMC)]2+ appear at −1.03 and −0.65
V, respectively.9 Our calculations show that CO2 coordination
to [Ni(DMC)]+ is moderately endergonic by 5.2 kcal/mol, and
that the CO2 adduct of [Ni(TMC)]+ cannot form. This could
be due to the diminished reducing power of the NiI species and
the increased steric crowding resulting from the substituents.
Moreover, this may explain the attenuated reactivity of the CO2
reduction by the Ni(cyclam) derivatives observed experimen-
tally.9 For future ligand design one must consider these two
competing factors (overpotential vs CO2 affinity). In fact, in the
case of 21, the estimated binding free energy of CO2 is close to
zero; therefore, 22 is in a fast equilibrium with CO2 in solution.
To increase the stability of CO2 adducts, addition of Lewis
acids or weak Brönsted acids is likely to be a method of choice,
because the interaction of CO2 with acids may facilitate the
electron transfer from the metal center to CO2 and hence
strengthen the bonding between them.15b,41

Another limitation of the catalytic activity may arise from the
low concentrations of the efficient proton donors ([H3O

+] =
0.15 mM and [H2CO3] = 0.09 mM). In this regard, addition of
weak Brönsted acids might speed up the reaction.19a To
circumvent H2 evolution, weak Brönsted acids with similar or
slightly greater acidity than H2CO3 are the best targets for
future experimental investigations.

■ SUMMARY

This work addresses a detailed computational study on
homogeneous CO2 reduction by Ni(cyclam). Our calculations
reveal that formation of an η1-CO2 adduct is energetically
favored by 14.0 kcal/mol relative to η1-OCO. As a result, the
proposed reaction pathway resulting in formate is blocked at
the onset of the reaction. This elegantly explains the product
selectivity that is observed experimentally. In the presence of
efficient proton donors, further CO2 functionalization is facile
and likely proceeds via concerted proton−electron transfer and
C−O bond cleavage. On the basis of the theoretical results, the
limitations of the catalytic activity of Ni(cyclam) are also
discussed, which provides more insights into future work in
designing more efficient catalysts.
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